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The paper describes our approach to the task of sentiment analysis of tweets 
within SentiRuEval—an open evaluation of sentiment analysis systems for 
the Russian language. We took part in the task of object-oriented sentiment 
analysis of Russian tweets concerning two types of organizations: banks 
and telecommunications companies. On both datasets, the participants 
were required to perform a three-way classification of tweets: positive, neg-
ative or neutral.�  
	 We used various statistical methods as basis for our machine learn-
ing algorithms and checked which features would provide the best results. 
Syntactic relations proved to be a crucial feature to any statistical method 
evaluated, but SVM-based classification performed better than the others. 
Normalized words are another important feature for the algorithm. �  
	 The evaluation revealed that our method proved to be rather success-
ful: we scored the first in three out of four evaluation measures.
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Introduction

In spite of being quite well explored by researches and businesses alike senti-
ment analysis remains to this day one of the most in-demand NLP tasks. Sentiment 
analysis had been applied on various levels, starting from the whole text level, then 
going towards the sentence level. Lately most of work has been focused on object-
oriented and aspect based sentiment analysis, which is based on the assumption that 
different opinions can be expressed within one sentence. Today’s research dwells not 
only on the development of automatic sentiment analysis algorithms, but also on eval-
uation methods. A number of independent bodies conduct evaluations, one of them 
being Dialogue Evaluation which is held in coordination with Dialogue—the interna-
tional conference on computational linguisics. This is their third event devoted to sen-
timent analysis; the results of the first two are discussed in (Chetviorkin, Braslavskiy, 
Loukachevitch 2012) and (Chetviorkin, Loukachevitch 2013). This year’s tasks was 
automatic evaluation of sentiment towards specific objects or their properties in dif-
ferent datasets (Loukachevitch et al. 2015).

This paper describes our approach to the task. We participated in the object-ori-
ented sentiment analysis of Russian tweets concerning two types of organizations: 
banks and telecommunications companies. On both datasets, the participants were 
required to perform a three-way classification of tweets: positive, negative or neutral.

We applied SVM classification (Pedregosa et al. 2011) in our final experiments, 
although our preliminary results suggested that there was no significant difference 
between SVM and Naïve Bayes in this task. We used normalized words (further called 
lemmas) combined with syntactic relations as features. The latter are defined as trip-
lets: source word, target word, relation type. Syntactic relations turned out to be cru-
cial for any statistical method we used in our preliminary tests. All the methods 
we used showed better results on tweets about telecommunications companies, than 
on tweets about banks. The evaluation revealed that our method proved to be rather 
successful: we scored the first in three out of four evaluation measures.

Related work

(Pang, Lee, Vaithyanathan 2002) is generally considered the principal work 
on using machine learning methods of text classification for sentiment analysis; it ex-
plores the use of Naïve Bayes, Maximum Entropy and Support Vector Machines meth-
ods. The problem is further discussed in (Go, Bhayani, Huang 2009; Barbosa, Feng 
2010 and Jiang et al. 2011), among others. Numerous research was dedicated to devel-
oping the ultimate feature set for each specific task to get the best result of automatic 
classification. Most common features are:

•	 word forms;
•	 normalized words;
•	 phrases;
•	 frequencies;
•	 TF-IDF;
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•	 n-gram;
•	 binary occurrences;
•	 syntactic relations.

Syntactic information is less common than other parameters because clearly 
it presupposes a complicated and time-consuming stage of syntactic analysis. How-
ever, those experiments that involved dependency relations showed that syntax con-
tributes significantly to both Recall and Precision of most algorithms. For the task 
of text classification in general see (Furnkranz, Mitchell, Rilof 1998), (Caropreso, 
Matwin, Sebastiani 2001), (Nastase, Shirabad, Caropreso 2006). (Matsuko et al. 
2005) deal with a task very close to ours, sentiment classification based on syntac-
tic relations. They parsed frequent sub-trees using two different algorithms, which 
is a more general approach than ours since we only used ‘binary sub-trees’, i.e. a pair 
of words in syntactic relationship. Another distinction is that we combined syntac-
tic information with normal forms as features for machine learning based sentiment 
classification. (Bethard, Martin 2007) as well as (Zhang et al. 2007) used syntactic 
relations for the task of semantic relations mining. In (Zhao, Grishman 2005) the au-
thors tackle the task of automatic context extraction, and syntactic relations are a key 
to their impressive 70% F‑measure result.

The sentiment analysis of Twitter today is a full-fledged subtask within senti-
ment analysis per se. Due to the limited character count the analysis of tweets is closer 
to sentence-level sentiment analysis than the other blogging platforms. A number 
of papers discuss the specifics of Twitter sentiment analysis, see for example (Pak, 
Paroubek 2010; Kouloumpis, Wilson, Moore 2011; Jansen et al. 2009; Tumasjan et al. 
2010).

Dataset and task description

We took part in a testing procedure of sentiment analysis systems with our 
algorithm. Full evaluation details are outlined in (Loukachevitch et al. 2015). The 
dataset consisted of training and evaluation sets, 10,000 tweets each. Both sets 
were divided into two subsets: 5,000 tweets about banks and 5,000 tweets about 
telecommunications companies. The training set had been manually annotated 
by SentiRuEval experts. This annotation included three-way annotation (negative, 
positive and neutral) for every company (seven telecommunications companies 
and eight banks) that was mentioned in the tweet. The test set had been annotated 
with neutrals for every company that was mentioned in the tweet. Within our task 
we needed to perform automatic sentiment analysis on the test set, which is either 
to retain a neutral annotation for the appropriate brand, or to change it to negative 
annotation or to a positive one. The evaluation set had been annotated by three 
assessors, and tweets where there was no agreement between the experts (at least 
two of the three), were excluded from the evaluation set. The total size of the eval-
uation set was 4,549 tweets for banks and 3,845 tweets for telecommunications 
companies.
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Algorithm

We used InfoQubes morphosyntactic analyzer applied also in (Adaskina, Pan-
icheva, Popov 2014). This is a commercial platform designed by our company. Its lem-
matization module is based on Zaliznyak’s Grammar Dictionary (Zaliznyak 1980); its 
syntactic module is a finite state machine, which parses word sequences and produces 
syntactic trees. An elaborated rule system (featuring 515 syntactic rules) is applied 
as input context-free grammar for the parser. Every syntactic rule joins two words 
or phrases into one higher-order phrase and sets respective syntactic relations. Thus, 
a constituency grammar is applied which in turn yields a dependency structure fol-
lowing a small number of rules. Only binary relations are allowed; each syntactic rela-
tion is characterized by three elements: source word, target word and relation type. 
In total, the system features 19 syntactic relations, their frequencies for both training 
datasets are presented in Table 1. In our parametrical model the relation (Argument) 
which has four subtypes (Subject, DirectObject, IndirectObject, PassiveSubject) 
is split into four different relations.

Table 1. Syntactic relation extracted for the training datasets

Relation Name
Occurrences in  
Telecom dataset 

Occurrences in  
Banks dataset 

Argument:DirectObject 2,778 2,372
Argument:IndirectObject 5,748 3,585
Argument:PassiveSubject 291 232
Argument:Subject 3,148 1,805
Attribute 6,814 6,682
Auxiliary 578 208
Circumstance 3,033 1,211
Coordinate 1,008 1,698
Determiner 687 239
Genitive 3,963 3,355
Identity 2,200 4,937
Infinitive 772 465
Modifier 707 294
Phrasal 1,519 959
Possessive 368 126
Preposition 6,582 4,554
Quantifier 501 605
Subordinate 226 77
Undefined 1,050 1,159

We tested simple word lemmas (unigrams), word lemma bigrams and syntactic 
relations as features for SVM and Naïve Bayes (Pedregosa et al. 2011) three-way clas-
sification (neutral, positive, negative) algorithms. In every experiment we normalized 
word forms according to the lemmatization module of the morphosyntactic tool. One 
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of our underlying goals was to test the performance of syntax-based features in the 
sentiment analysis task. As optional settings we applied a negation marker provided 
by our morphosyntactic system. Negation marker in our system is a feature that marks 
cases where a negation particle is connected to the word. We also optionally removed 
from the parameter list everything that contained words denoting brands in question, 
implying that an overall brand bias could affect the result negatively. The features and 
their optional settings are summarized in Table 2.

Table 2. Feature descriptions

Fea-
tures 
type Feature text

Feature 
type Options Example Comments

1 ВАРИАНТ Lemma No negation 
marker

Lemma 
ВАРИАНТ

Just normalized 
words

2 ВАРИАНТ| 
Argument| 
НЕТ| 
PassiveSubject

Syntactic 
relation

No negation 
marker

Passive  
subject  
relation 
ВАРИАНТА 
НЕТ

Syntactic relation 
of a certain type 
between two 
words. Relation 
‘Argument’ also 
has four sub-
types (Subject, 
DirectObject, 
IndirectObject, 
PassiveSubject), 
so the subtype 
is included

3 ВАРИАНТ| 
Attribute| 
ЭТОТ|

Syntactic 
relation

No negation 
marker

Attribute 
relation 
ЭТОТ 
ВАРИАНТ, 
words are  
not negated

Syntactic relation 
of a certain type 
between two 
words

4 КРУТОЙ| 
ВАРИАНТ

Bigram No negation 
marker

Bigram  
КРУТОЙ 
ВАРИАНТ

Two adjacent 
words

5 ДРУГОЙ| 
ВАРИАНТ

Bigram No negation 
marker

Bigram  
ДРУГОЙ 
ВАРИАНТ

Two adjacent 
words

6 ВАРИАНТ|0 Lemma Negation 
marker 
included

Lemma  
ВАРИАНТ,  
not negated

A combination 
of normalized 
words and nega-
tion information; 
here the word 
is not negated
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Fea-
tures 
type Feature text

Feature 
type Options Example Comments

7 ВАРИАНТ|1 Lemma Negation 
marker 
included

Lemma 
ВАРИАНТ, 
negated

A combination 
of normalized 
words and nega-
tion information; 
here the word 
is negated

8 ВАРИАНТ|1| 
Argument| 
НЕТ|0| 
PassiveSubject

Syntactic 
relation

Negation 
marker 
included

Passive 
subject rela-
tion ВАРИ-
АНТА НЕТ, 
ВАРИАНТ 
is negated

A combination 
of syntactic rela-
tion and negation 
information; here 
one of words 
is negated

9 ВАРИАНТ|0| 
Attribute| 
ЭТОТ|0|

Syntactic 
relation

Negation 
marker 
included

Attribute 
relation 
ЭТОТ ВА-
РИАНТ, 
words are 
not negated

A combination 
of syntactic rela-
tion and negation 
information; here 
neither word 
is negated

10 КРУТОЙ|0| 
ВАРИАНТ|0

Bigram Negation 
marker 
included

Bigram 
КРУТОЙ 
ВАРИАНТ, 
words are 
not negated

A combination 
of bigrams and 
negation informa-
tion; here neither 
word is negated

11 ДРУГОЙ|0| 
ВАРИАНТ|1

Bigram Negation 
marker 
included

Bigram 
ДРУГОЙ 
ВАРИАНТ, 
ВАРИАНТ 
is negated

A combination 
of bigrams and 
negation infor-
mation; here 
one of words 
is negated

Preliminary results

We conducted some preliminary experiments applying ten-fold cross-validation 
to the training dataset only. Our text analysis algorithm consisted of sentiment clas-
sification described above and a rule-based algorithm of relevant brand identifica-
tion. For every document we compiled a list of triplets: document id, brand id, senti-
ment score. We evaluated the results by computing the overall Precision, Recall and 
F1‑measure over the lists of triplets obtained by text analysis and from the annotated 
information. Thus we also evaluated the relevant brand identification algorithm and 
included neutral class performance comparing to the SentiRuEval evaluation scheme. 
Results we obtained are presented in the following tables, and the highest scores are 
marked in bold; Table 3 refers to Telecom companies data, Table 4 to Banks data.
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Table 3. Preliminary results for Telecom companies data, SVM

Features type

Experiment options Evaluation

Negation  
marker

Brand  
name 
removal Precision Recall F1-measure

Lemmas − − 0.7464 0.7482 0.7473
+ − 0.7549 0.7567 0.7558
− + 0.7554 0.7571 0.7563
+ + 0.7608 0.7625 0.7616

Relations − − 0.7275 0.5567 0.6308
+ − 0.7228 0.5532 0.6267
− + 0.7196 0.5470 0.6216
+ + 0.7215 0.5484 0.6231

Lemmas + relations − − 0.7715 0.7734 0.7725
+ − 0.7692 0.7710 0.7701
− + 0.7675 0.7692 0.7684
+ + 0.7632 0.7648 0.7640

Lemmas + relations, 
chi-square selection 
of 5000 best parameters

− − 0.5865 0.5879 0.5872

Bigrams − − 0.7242 0.7077 0.7158
Bigrams + relations − − 0.7204 0.7220 0.7212
Bigrams + lemmas − − 0.7650 0.7668 0.7659
Bigrams + lemmas + 
relations

− − 0.7684 0.7702 0.7693

Table 4. Preliminary results for Banks data, SVM

Features type

Experiment options Evaluation

Negation 
marker

Brand 
name 
removal Precision Recall F1-measure

Lemmas − − 0.9046 0.9061 0.9053
+ − 0.9021 0.9036 0.9029
− + 0.9073 0.9087 0.9080
+ + 0.9032 0.9046 0.9039

Relations − − 0.9040 0.8184 0.8591
+ − 0.9080 0.8220 0.8628
− + 0.9040 0.8171 0.8583
+ + 0.9066 0.8194 0.8608

Lemmas + relations − − 0.9059 0.9074 0.9066
+ − 0.9047 0.9062 0.9055
− + 0.9083 0.9097 0.9090
+ + 0.9095 0.9108 0.9101
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Features type

Experiment options Evaluation

Negation 
marker

Brand 
name 
removal Precision Recall F1-measure

Bigrams − − 0.8968 0.8949 0.8959
Bigrams + relations − − 0.8957 0.8971 0.8964
Bigrams + lemmas − − 0.9021 0.9036 0.9029
Bigrams + lemmas + 
relations

− − 0.9026 0.9041 0.9033

Lemmas + rela-
tions, chi-square 
selection of 5000 best 
parameters

− − 0.8257 0.8269 0.8263

Our preliminary experiments have shown that a combination of lemmas and 
syntax relations yield the best results for both datasets, while negation and brand 
name removal options do not considerably affect the performance. That result 
is consistent with our initial hypothesis that syntactic features should improve the 
performance. Bigrams and lemmas are almost as good as relations and lemmas. Na-
ïve Bayes classification has confirmed these tendencies with a small decrease in per-
formance. We also tried excluding some features, but the results were unsatisfac-
tory. The tables above include scores for feature selection of 5,000 best parameters, 
and one can see that this decreased the resulting score rather significantly. Apart 
from that, we tried tf-idf value, but it also reduced our evaluation metrics. It appears 
that the data might be too sparse for the weighting factors to work: they probably 
would have been useful for an experiment with a larger training set where the fre-
quency of each parameter would be higher, and there would be fewer parameters 
with unique values.

SentiRuEval testing results

For the final experiment within the testing procedure framework we have cho-
sen SVM classification with lemmas and syntactic relations as features, we have also 
removed brand names from the feature set as an option. We have also performed 
an out of competition evaluation of the lemmas-based algorithm. Table 5 below repre-
sents evaluation results, the numbers in the last column refer to our experiment types 
(‘lemmas’, ‘lemmas+relations’) or the results by other participants (indicated by their 
number). In italics is our result obtained out of competition. As the main quality mea-
sures the evaluation team used two variations of F-measure: F-micro and F-macro, 
for details see (Loukachevitch et al. 2015). The best result in each category is marked 
in bold, and, as one can see from the data, our method scored the first in three out 
of four evaluation measures.
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Table 5. Final evaluation results

Domain Measure Baseline
Participant 
results

Participant  
identifier

Telecom Macro F 0.182 0.488 lemmas+rels
0.483 lemmas+rels, brands removed
0.480 3

… …
0.469 lemmas
0.465 lemmas, brands removed

Micro F 0.337 0.536 lemmas+rels
0.536 lemmas+rels, brands removed
0.528 10

…
0.512 lemmas
0.514 lemmas, brands removed

Banks Macro F 0.127 0.360 4
0.352 10
0.345 lemmas
0.345 lemmas, brands removed
0.343 lemmas+rels, brands removed

Micro F 0.238 0.366 lemmas+rels, brands 
removed

0.364 lemmas+rels
0.363 lemmas
0.362 lemmas, brands removed
0.343 8

There is a notable difference in performance between the preliminary experi-
ments and the testing procedure results, which is naturally justified by a difference 
in evaluation methods: we have applied F-measure to all the documents in the former 
case, while in the latter the neutral documents were excluded..

 These results are only partially consistent with our preliminary results and 
our initial hypothesis: on the Telecom dataset the performance of lemmas and rela-
tions combined outdoes lemmas only by approx. 2 per cent in micro and in macro 
F-measures. On the Banks dataset the result is inconclusive: micro F-measure is bet-
ter by about 0.3 per cent than lemmas and relations combined, but macro F-measure 
is about 0.2 per cent better with lemmas only. The Banks dataset is also characterized 
by overall lower performance when the neutral class is not accounted for in the eval-
uation, contrary to our preliminary experiments yielding higher performance with 
‘Banks’ comparing to ‘Telecom’. This fact and the inconsistency of the ‘Banks’ results 
distribution (almost the same performance for lemmas and lemmas with relations) 
suggest that the algorithms applied can’t achieve reliable performance with the mod-
est volumes of negative- and positive-class data. 
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The closest best results in the SentiRuEval scheme were obtained with tech-
niques involving rule-based fact-extraction, MaxEnt and SVM classifiers over various 
feature sets mostly including word and letter n-grams.

Conclusions

We have applied a syntax-based statistical algorithm to sentiment analysis tasks 
in two different topics yielding very high performance results comparing to other 
techniques. We have used straightforward classification features, slightly improving 
the performance of a simple lemma approach with syntactic relations or not affecting 
it where the sparsity of data wouldn’t allow for reliable high results: the issue that needs 
to be further addressed. We have used an elaborate morphosyntactic parser, which had 
proven useful for another semantic task (Adaskina, Panicheva, Popov 2014).

With sparse and modest-sized data SVM appears to be the best classification 
method; negation or brand-name semantics do not affect the performance much, 
though we believe that syntactic relations would convey most of the information car-
ried by the negation option. It also appears that the sparsity of data does not allow for 
effective feature filtering, which could be an option if we boost feature occurrence by, 
for example, substituting words with semantic classes.
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